
International Journal of Scientific & Engineering Research Volume 2, Issue 4, April-2011 1
ISSN 2229-5518

IJSER © 2011
http://www.ijser.org

An Assessment model for Intelligence
Competencies of Accounting Information

Systems
Mehdi Ghazanfari, Mostafa Jafari, Saeed Rouhani

Abstract— Accounting Information Systems (AIS) as computer-based systems that processes financial information and
supports decision tasks have been implemented in most organizations but, but they still encounter a lack of Intelligence in their
decision-making processes. Models and methods to evaluate and assess the Intelligence-level of Accounting Information
Systems can be useful in deploying suitable business intelligence (BI) services. This paper discusses BI Assessment criteria,
fundamental structure and factors used in the Assessment model. Factors and the proposed model can assess the intelligence
of Accounting Information Systems to achieve enhanced decision support in organizations. The statistical analysis identified five
factors of the Assessment model. This model helps organizations to design, buy and implement Accounting Information
Systems for better decision support. The study also provides criteria to help organizations and software vendors implement AIS
from decision support perspectives.

Index Terms— Business Intelligence; Decision Support; Accounting Information Systems; Assessment Model.
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1  INTRODUCTION

nformation and knowledge represent the fundamental
wealth of an organization. Enterprises try to utilize this
wealth to gain competitive advantage when making

important decisions. Enterprise systems like Accounting
Information Systems (AIS) converts and store the data.
Therefore, it is important to integrate decision-support
into the environment of these systems. Business intelli-
gence (BI) can be embedded in these enterprise systems to
obtain this competitive advantage.

Today, approaches using an individual system for de-
cision-support, such as decision-support systems (DSS),
have been replaced by a new, environmental approach. In
the past, DSS were independent, separate systems in an
organization (island systems). However, enterprise sys-
tems are now the foundation of an organization, and
practitioners are designing BI as an umbrella concept to
create a decision-support environment for management
(Alter 2004). The increasing trend to use intelligent tools
in business systems has increased the need for Intelli-
gence Assessment of Accounting Information Systems
(AIS).

There have been some limited efforts to assess BI, but
they have always considered BI as a system that is iso-
lated from the enterprise systems like AIS. Taking a glob-
al view, Lönnqvist and Pirttimäki (2006) have designed BI

performance measures, but before their effort, the mea-
surement and the evaluation in the BI field were re-
stricted to proving the worth of BI investment, and the
value of BI. Elbashir et al. (2008) have discussed measur-
ing the effects of BI systems on the business process, and
have presented effective methods of measurement. Lin et
al. (2009) have also developed a performance evaluation
model for BI systems using ANP, but they have also
treated BI as a separate system.

ANP, but they have also treated BI as a separate sys-
tem.

Organizations usually utilize functional and non-
functional requirements to assess and select enterprise
systems like AIS, so the consideration of their decision-
support environment as a non-functional requirement,
raises the following questions.

1. Which criteria are suitable and effective in the Intel-
ligence assessment of Accounting Information Systems
(AIS)?

2. What is the fundamental structure of these criteria?

This research was carried out to find answers to the
above questions and to provide a model for efficient deci-
sion-support by evaluating systems and making BI an
integral part of these systems. The rest of this paper is
organized as follows. Section 2, describes brief literature
about AIS. Section 3 is about attempts in previous studies
to define Business intelligence (BI). A wide-ranging litera-
ture review about BI and decision-support criteria to as-
sess systems is also summarized in Section 3. Research
methodology and research stages are discussed in section
4. Section 5 discusses the design of the questionnaire, data
collection, reliability analysis, factor extraction, and label-
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ling and assessment model. Finally, Section 6 concludes
the research work, its findings and proposed future re-
search.

2 ACCOUNTING INFORMATION SYSTEMS
An Accounting Information Systems (AIS) is defined as a
computer-based system that processes financial informa-
tion and supports decision tasks in the context of coordi-
nation and control of organizational activities. Extant ac-
counting information systems research has evolved from
the source disciplines of Computer science, organization-
al theory and cognitive psychology. An advantage of this
evolution is a diverse and rich literature with the poten-
tial for exploring many different interrelationships among
technical, organizational and individual aspects of judg-
ment and decision performance. AIS research also spans
from the macro to the micro aspects of the information
system (Birnberg & Shields, 1989; Gelinas et al., 2005).

The comparative advantage of accounting researchers
within the study of IT lies in their institutional accounting
knowledge. Systems researchers can contribute insights
into the development of systems utilizing technology, and
the other sub-areas can contribute insights into the task
characteristics in the environment. For instance, systems
researchers have extensively investigated group decision
support systems (GDSS), but they have only recently been
considered in auditing. On the other hand, auditing re-
search has extensively investigated the role of knowledge
and expertise. The merging of the two sets of findings
may be relevant to AIS design, training, and use.

As comparable term, Management accounting systems
(MAS) also are formal systems that provide information
from the internal and external environment to managers
(Bouwens & Abernethy, 2000). They include reports, per-
formance measurement systems, computerized informa-
tion systems, such as executive information systems or
management information systems, and also planning,
budgeting, and forecasting processes required to prepare
and review management accounting information.

Research on management accounting and integrated
information systems (IIS) has evolved across a number of
different research streams. Some research streams put
heavier emphasis on the management accounting side,
while other research streams put emphasis on the infor-
mation systems side. Likewise, different research streams
approach the topic from different perspectives (Anders
Rom & Carsten Rohde, 2007).

A major stream of research within AIS research deals
with the modeling of accounting information systems.
Several modeling techniques stay alive within the infor-
mation systems literature (e.g. entity-relationship dia-
grams, flowcharts and data flow diagrams). Whereas
these modeling techniques can be used when modeling
accounting information systems (Gelinas et al., 2005), But,
the REA modeling technique is particular to the AIS do-
main. The REA model, which maps resources, events and

agents, was first described by McCarthy (1979, 1982) and
later developed by an exclusive group of researchers (Da-
vid et al., 2002). Extensions to resources, events and
agents include locations (Denna et al., 1993), tasks and
commitments (Geerts and McCarthy, 2002).

An unshakable stream of research exists within the AIS
literature that investigates behavioral issues in relation to
accounting information systems (Sutton and Arnold,
2002). This stream of research investigates the impact of
IT on individuals, organizations and society.

An example of behavioral AIS research is a study car-
ried out by Arnold et al. (2004) on the use and effect of
intelligent decision aids. The authors find that smart ma-
chines must be operated by smart people. If users are in-
experienced, they will be negatively impacted by the sys-
tem. Furthermore,  they will  not  learn by experience.  Ab-
ernethy and Vagnoni (2004) found that top management
uses the newly implemented system for monitoring. Use
of  AIS  is  found  to  have  a  positive  effect  on  cost  con-
sciousness, but the cost consciousness is hampered if
people have informal power. In this context, power is an
explanatory variable of AIS use.

3 BUSINESS INTELLIGENCE
Business Intelligence or BI is a grand, umbrella term in-
troduced by Howard Dresner of the Gartner Group in
1989 to describe a set of concepts and methods to improve
business decision-making by using fact-based compute-
rized support systems (Nylund, 1999). The first scientific
definition, by Ghoshal and Kim (1986) referred BI to a
management philosophy and tool that helps organiza-
tions to manage and refine business information for the
purpose of making effective decisions.

BI was considered to be an instrument of analysis,
providing automated decision-making about business
conditions, sales, customer demand, and product prefe-
rence and so on. It uses huge-database (data-warehouse)
analysis, as well as mathematical, statistical, artificial in-
telligence, data mining and on-line analysis processing
(OLAP) (Berson and Smith, 1997). Eckerson (2005) un-
derstood  that  BI  must  be  able  to  provide  the  following
tools: production reporting tools, end-user query and re-
porting tools, OLAP, dashboard/screen tools, data min-
ing tools and planning and modelling tools.

BI includes a set of concepts, methods, and processes
to improve business decisions, which use information
from multiple sources and apply past experience to de-
velop an exact understanding of business dynamics (Ma-
ria, 2005). It integrates the analysis of data with decision-
analysis tools to provide the right information to the right
persons throughout the organization with the purpose of
improving strategic and tactical decisions. A BI system is
a data-driven DSS that primarily supports the querying of
an historical database and the production of periodic
summary reports (Power, 2008).

Lönnqvist and Pirttimäki (2006), stated that the term,

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 2, Issue 4, April-2011 3
ISSN 2229-5518

IJSER © 2011
http://www.ijser.org

BI, can be used when referring to the following concepts:
1. Related information and knowledge of the or-

ganization, which describe the business environment, the
organization itself, the conditions of the market, custom-
ers and competitors, and economic issues;

2. Systemic and systematic processes by which or-
ganizations obtain, analyse, and distribute the informa-
tion for making decisions about business operations.

A literature review around the theme of BI shows ‘‘di-
vision” between technical and managerial view points,
tracing two broad patterns. The managerial approach sees
BI as a process in which data, gathered from inside and
outside the enterprise and are integrated in order to gen-
erate information relevant to the decision-making
process. The role of BI here is to create an informational
environment in which operational data gathered from
transactional processing systems (TPS) and external
sources can be analysed, in order to extract ‘‘strategic”
business knowledge to support the unstructured deci-
sions of management.

The technical approach considers BI as a set of tools
that support the process described above. The focus is not
on the process itself, but on the technologies, algorithms
and tools that allow the saving, recovery, manipulation
and analysis of data and information (Petrini and Pozze-
bon, 2008).

However, in the overall view, there are two important
issues. First, the core of BI is the gathering, analysis and
distribution of information. Second, the objective of BI is
to support the strategic decision-making process.

By strategic decisions, we mean decisions related to
implementation and Assessment of organizational vision,
mission, goals, and objectives, which are supposed to
have medium- to long-term impact on the organization,
as opposed to operational decisions, which are day-to-
day in nature and more related to execution (Petrini and
Pozzebon, 2008).

4 RESEARCH METHODOLOGY
Based on literature review, the points discussed above,
the authors’ recent researches on BI and applying some
statistical methods, the research structure of this study
has been developed on seven stages as shown in Figure
1. In this way, at first stage a literature review was done
on business intelligence specifications or criteria that a
system should have to cover BI definitions. These crite-
ria listed in Table 1.

At the Second stage, a questionnaire was designed
with two main parts: first section of the questionnaire
consisted of some questions the characteristics of the in-
terviewees. The content of second section was based on
business intelligence specifications which were asked as
the important evolution criteria.

At the third and forth stage, the survey is run to collect
data from interviewees; and based on the collected data;
the reliability analysis can be performed. Reliability anal-

ysis allows you to study the properties of questionnaire
and the items that make them up. The reliability analysis
procedure calculates a number of commonly used meas-
ures of scale reliability and also provides information
about the relationships between individual items in the
measurement scale (Hair et al., 1998).

The fifth and sixth stages of research framework are
based on “factor analysis” and are concentrated on extrac-
tion and identification of the BI Assessment criteria affect-
ing the intelligence of AIS. Factor analysis is also known
as a generic name given to a class of multivariate statistic-
al methods whose primary purpose is to define the un-
derlying structure in a data matrix. With factor analysis,
the researcher can first identify the separate factors of the
structure and then determine the extent to which each
variable is explained by each factor. Once these factors
and the explanation of each variable are determined, the
two primary uses for factor analysis-summarization and
data reduction-can be achieved. In summarizing the data,
factor analysis derives underlying factors that, when in-
terpreted and understood, describe the data in a much
smaller number of concepts than the original individual
variables (Hair et al., 1998). Evaluating the suitability of
collected data, performing factor analysis and naming the
extracted factors are different steps.

5 DISCUSSION
A questionnaire was designed and structured in three
sections. Information related to the basic profile of the
interviewees was requested at the beginning of the
questionnaire.

In the second part, there were 23 questions designed to

TABLE 1
BI ASSESSMENT CRITERIA
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measure their attitude, based on the BI Assessment Crite-
ria listed in Table 2. The selected response was evaluated
by a “Likert Scale” (Likert, 1974) and the responses could
be: very strongly disagree, strongly disagree, disagree, no
opinion, agree, strongly agree or very strongly agree. In
other words, the second part of questionnaire measures
their opinions the importance of each BI specification in
terms of the intelligence Assessment Criteria of AIS.

The main targets of the sampling were accounting
managers  who  are  involved  in  systems  efforts  and  deci-
sion-making.

5.1 Reliability analysis
With reliability analysis, you can get an overall index of
the repeatability or internal consistency of the measure-
ment scale as a whole, and you can identify problem
items that should be excluded from the scale. The Cron-
bach’s  is a model of internal consistency, based on the
average inter-item correlation. The Cronbach’s (Likert,
1974) calculated from the 34 variables of this research was
0.941 (94 percent), which showed high reliability for de-
signed measurement scale.

5.2 Data collection
The research targets were accounting managers who were
involved in systems efforts and decision-making in or-
ganizations. The number of questionnaires sent out was
210 and the number returned was 176, which showed a
return rate of 83 per cent.

5.3 Demographic profiles of interviewees
The demographic profile of interviewees who participate
in the survey has been summarized in Table 2. The results
show that most of the members (87.5 per cent) are male.
Most of the interviewees (88.7 per cent) have a Bachelor of
Science (BS) or a higher degree, as shown in Table 2.

On the subject of decision-type, the majority of inter-
viewees make semi-structured and unstructured deci-
sions in their work. Table 2 also shows the seniority of the
participants. As can be seen, 20.4 per cent have over 15
years of seniority, 36.4 per cent have 10-15 years, and 43.2
per cent have less than 10 years seniority.

5.4 Factor Extaction and Labeling
Factor analysis can be utilized to examine the underlying
patterns or relationships for a large number of variables
and to determine whether the information can be con-
densed or summarized in a smaller set of factors or com-
ponents (Hair et al., 1998).

An important tool in interpreting factors is factor rota-
tion. The term rotation means exactly what it implies.
Specifically, the reference axes of the factors are turned
about the origin until some other position has been
reached. The un-rotated factor solutions extract factors in
the order of their importance. The first factor tends to be a
general factor with almost every variable loading signifi-
cantly, and it accounts for the largest amount of variance.
The second and subsequent factors are then based on the
residual amount of variance. The ultimate effect of rotat-
ing the factor matrix is to redistribute the variance from
earlier factors to later ones to achieve a simpler, theoreti-
cally more meaningful factor pattern. The simplest case of
rotation is an orthogonal rotation, in which the axes are
maintained at 900 (Hair et al., 1998).

In order to determine whether the partial correlation of
the variables is small, the Kaiser-Meyer-Olkin was used to
measure of sampling adequacy (Kaiser, 1958) and Bar-
tlett’s  test of Sphericity (Bartlett, 1950) before starting
the factor analysis. The result was a KMO of 0.963 and
Bartlett test p-value less than 0.05, which showed good
correlation. The factor analysis method is “principle com-
ponent analysis” in this research, which was developed
by Hotteling (1935). The condition for selecting factors
was based on the principle proposed by Kaiser (1958):

Eigen value larger than one, and an absolute value of fac-
tor loading greater than 0.5. The 23 variables were
grouped into five factors. The results can be seen in Table
3. Five factors had an Eigen value greater than one and
the interpretation variable was 69.349 percent. The factors

TABLE 3
ROTATED FACTOR ANALYSIS RESULTS

TABLE 2
DEMOGRAPHIC PROFILES OF INTERVIEWEES
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were rotated according to Varimax rotation method.
To indicate the meaning of the factors, they have been

given short labels indicating their content. “Analytical
Decision-support”, “Providing Integration with Envi-
ronmental and Experimental Information”, “Optimiza-
tion Model”, “Reasoning” and finally, “Enhanced Deci-
sion-making Tools” are the names which have been as-
signed to the extracted factors.

6  CONCLUSION

Enterprise systems like Accounting Information Systems
(AIS) converts and store the data. Therefore, it is impor-
tant to integrate decision-support into the environment of
these systems. Business intelligence (BI) can be embedded
in these enterprise systems to obtain competitive advan-
tage.

This research confirmed the necessity to assess the In-
telligence of Accounting Information Systems and dem-
onstrated that this assessment can advance a decision-
support environment. From a wide-ranging literature
review, 23 criteria for BI assessment were gathered and
embedded in the second part of the research. The inter-
viewees selected the more important criteria from these
23 variables by assigning ranks to them. The research
then applied factor analysis to extract the five factors for
evaluation. These factors were ““Analytical Decision-
support”, “Providing Integration with Environmental and
Experimental Information”, “Optimization Model”, “Rea-
soning” and finally, “Enhanced Decision-making Tools”.
The authors believe that after this research, organizations
can make better decisions for designing, selecting, evalu-
ating and buying Accounting Information Systems, using
criteria that help them to create a better decision-support
environment in their work systems. Of course, further
research is needed. One area is the design of expert sys-
tems (tools) to compare vendors’ products. The other is
the application these criteria and factors in a Multy Crite-
ria Decision Making framework to select and rank AIS,
financial and banking systems based on BI specification.
The complex relationship between decision-making satis-
faction of managers, and these factors should also be ad-
dressed in future research.
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